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Can we trust recsys fairness evaluation?

When a scale is broken, 
can we trust its measurement? 
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🤔

How do we know if a scale is ‘broken’?v

v

fairness

fairness
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Fairness in recommender systems (RecSys)
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Rank

Given the top k item recommendations across m users

1 2 k

…

…

…

User 1

User m

…

Are the recommendations fair ? 

What is “fair”?

Fair towards whom?

similar individuals receive
similar treatments*

granularity: individual/group
stakeholder: user/item

*Disclaimer: simplified/common definition
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Why individual item fairness?

Sensitive attributes (e.g., gender, age) to identify protected groups 
often unavailable due to legal/privacy reasons
→ evaluation of individual item fairness does not always require this
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Popularity bias causes some items to be recommended more often
→ promoting item fairness may be helpful for new item discovery

Assess distribution across all individuals in the population
→ evaluation of individual fairness gives broader view
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Individual item fairness in RecSys
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1. all items having equal exposure (regardless relevance); or

2. all items receive exposure w.r.t. its relevance to users

Given recommendations across all users, individual item fairness means:

Exposure Relevance
Whether the user will 
find the item relevant 
(interact with it) 

Main terminologies and definitions*

*Disclaimer: simplified/common definition

Item appearance in 
the top k recommendations 
(and at which rank position)

Image credit:
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Intuitive example: individual item fairness in RecSys
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We recommend k=2 items from a pool of 4 items to two users

Rank 1 2

User 1

User 2

Only 2/4 unique items are exposed

Case 1

Rank 1

User 1

User 2

All 4 items are exposed

Case 2

2

Image credit:
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“all items have 
equal exposure”

Def.1

Items in the dataset:

More unique items 
exposed in Case 2 
→ Case 2 is fairer 
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Rank 1 2

User 1

User 2

Rank 1

User 1

User 2

2

Intuitive example: individual item fairness in RecSys
7

All exposed items are relevant Not all items are relevant

“exposure w.r.t 
relevance”

Def.2

→ Case 1 is fairer 

Image credit:
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Def.1

More unique items 
exposed in Case 2 
→ Case 2 is fairer 

We recommend k=2 items from a pool of 4 items to two users

Items in the dataset:

Items get exposure 
(more) proportionally 
to their relevance

“all items have 
equal exposure”

Case 1 Case 2
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Intuitive example: individual item fairness in RecSys
8

“exposure w.r.t 
relevance”

Def.2

→ Case 1 is fairer 

Image credit:
Icons created by Freepik - Flaticon

“all items have 
equal exposure”

Def.1

More unique items 
exposed in Case 2 
→ Case 2 is fairer 

We recommend k=2 items from a pool of 4 items to two users

Items in the dataset:

Items get exposure 
(more) proportionally 
to their relevance

… which case is fairer depends on the 
fairness definition and the evaluation measure

Rank 1 2

User 1

User 2

Rank 1

User 1

User 2

2

All exposed items are relevant Not all items are relevant

Case 1 Case 2
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Types of individual item fairness measures
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→ Our previous work investigated the theoretical and empirical limitations of these measures

Accepted to ACM Transactions on 
Recommender Systems (2023)

FAIR measures

FAIR+REL measures ‘joint’ fairness measures that consider exposure w.r.t. relevance

→ This work!

Following the two broad individual item fairness definitions:

measures fairness only based on exposure
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Agreement Sensitivity

RQ1: 
… between FAIR+REL measures &
- FAIR (fairness-only) measures
- REL (relevance) measures 

RQ2: 
… between FAIR+REL measures

RQ3:
… across decreasing rank 
positions

RQ4: 
… given increasingly fair and 
relevant recommendations?

Can the FAIR+REL (joint) measures be trusted?

Image credit:
Icons created by Freepik - Flaticon
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Experimental setup
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4 recommenders
ItemKNN
BPR
MultiVAE
NCL

6 relevance (REL) measures
5 fairness-only (FAIR) measures
9 joint (FAIR+REL) measures

CombMNZ
(based on item coverage and 

predicted relevance)

Lastfm
ML-10M

Amazon (luxury beauty)
Tenrec (QK-video)

4 real-world datasets

20 evaluation measures1 fair reranker

Image credit:
Icons created by Freepik - Flaticon

All evaluated at k=10 unless otherwise stated
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Evaluation results of all measures
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Hard to distinguish across 
models per dataset!

(1) Extremely small scores for 
several joint measures (≤10-3)
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Evaluation results of all measures
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(1) Extremely small scores for 
several joint measures (≤10-3)

(2) Scale mismatch between 
single-aspect and joint measures

REL scores differ by ∼0.16

FAIR scores differ by ∼0.14

FAIR+REL scores differ by ≤10-3

non-negligible differences!

the difference seems negligible? 🤔
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Explanation for the small scores

Example with IFD:
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This term is often 0 due to low 
number of relevant items per 
user (in the test set)

item relevance

item exposure
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RQ1 & RQ2. Agreement between measures
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Kendall’s Tau correlation between ranking of models, from best to worst, based on different measures

Three groups of similar joint measures:
● IBO/IWO has inconsistent relationships with single-aspect and joint measures (across 4 datasets) 

● IFD/MME/AI-F tend to disagree with relevance

→ no FAIR+REL measures reliably account for both relevance and fairness

● IAA/HD/II-F do not align with fairness
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Explanation for the grouping of measures

Three groups of measures: (i) IBO/IWO, (ii) IAA/HD/II-F, (iii) IFD/MME/AI-F 

Similar formulations 
- IBO/IWO: fractions of items with an impact score greater/lower than a 

threshold
- MME/AI-F aggregate exposure across users prior to computing the exposure 

difference (IAA/HD/II-F do not) 
- MME/IFD are pairwise measures.
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RQ3. Measure sensitivity at different ranks: setup
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Rank

● Use the runs from the NCL model
● Recommend 5 items from these decreasing rank positions
● Compute all measures at k=5

We study how sensitive the joint measures are at decreasing rank positions 
compared to relevance- and fairness-only measures
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Moving down the rank, 
relevance worsens

RQ3. Measure sensitivity at different ranks: results
 REL measures

position window

sc
or

es
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position window

sc
or

es

position window

Moving down the rank, 
relevance worsens, exposure-based fairness improves

RQ3. Measure sensitivity at different ranks: results
 REL measures FAIR measures
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RQ3. Measure sensitivity at different ranks: results
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 REL measures

position window

sc
or

es

FAIR measures

position window

Moving down the rank, 
relevance worsens, exposure-based fairness improves

FAIR+REL (joint) measures

position window

y-axis: scores x10-1

but the joint measures do not reflect these changes to the same scale
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Idea:
Gradually increase both relevance & fairness:
- increase the proportion of relevant items
- distribute exposure more equally 
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RQ4. Sensitivity given increasingly fair & relevant recommendations

Setup:
- Synthetic dataset, artificial recommendation.
- Start by recommending the same k=10 items that are 

irrelevant to all users (except for one user where the items 
are relevant).

- Replace the item at k with a less exposed item that is 
relevant to the user. 
Recompute the measures.

- Repeat the previous step for rank positions k-1, …, 1.
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RQ4. Sensitivity given increasingly fair & relevant recommendations

Actual results:
Only IBO and IWO fulfill (1)
All joint measures slightly improve (except IFD) 

Most joint measures are not very sensitive to 
changes in REL and FAIR scores 
the range of these measures: (0, 0.0015) 
the range of the single-aspect scores: [0,1]

y-axis: scores x10-1

Expected result: 
FAIR+REL scores
(1) start from the unfairest and reach the fairest
(2) if not, at least, they should become fairer
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Explanation
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Why did IFD become less fair?

When the relevant items start to be moved into the top 𝑘:
- the gap between the exposure weight of the relevant items in and outside 

the top 𝑘 increases
- thus, unfairness increases

IFD: pairwise difference in the combined value of exposure and relevance (J) 
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Key Takeaways
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Be aware of the unintuitive/inconsistent behaviour and 
insensitivity of the joint measures.2

4
Measure fairness separately from relevance.
∵ compressed empirical range, insensitivity, inconsistent alignment to single-aspect 

measures

3 Avoid score misinterpretation in measures with small empirical scales.
two models differing in scores by 0.001 can be interpreted to perform similarly, 
yet this difference is due to the nature of the measure empirical range

Avoid using similar joint measures.
1 Three groups: (i) IBO/IWO, (ii) IAA/HD/II-F, (iii) IFD/MME/AI-F

Use only one measure per group to avoid redundancy

Thank you!


